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Abstract—Connected Components Labeling (CCL) is a well-known problem with many applications in Image Processing. We propose in this article an optimized version of CCL for GPUs using GPGPU (General-Purpose Computing on Graphics Processing Units) techniques and the usual Union-Find algorithm to solve the CCL problem. We compare its performance with an efficient serial algorithm and with Label Equivalence, another method proposed in the literature which uses GPUs as well. Our algorithm presented a 5-10x speedup in relation to the serial algorithm and performed similar to Label Equivalence, but proved to be more predictable in the sense that its execution time is more image-independent.
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I. INTRODUCTION

Since the origin of Computer Science, Connected Components Labeling’s algorithms have been used in several fields [1]. One of these fields is Image Processing [2].

Connected Components Labeling (CCL) is a very important tool in Image Processing, Engineering, Physics, and others, therefore there have been many proposed algorithms and implementations. However, there are many factors like computer architecture and programming languages that can render a previously efficient algorithm inefficient, and vice versa.

This article’s motivation is to understand how the use of GPUs (Graphical Processing Units) can improve the performance of complex Image Processing algorithms. We will proceed to explain, analyze and compare the performance of three CCL implementations:

- Stephano-Bulgarelli’s algorithm [3], which is a very efficient serial algorithm, used here as a “control group” to be compared with GPU algorithms.
- An optimized version of the traditional Union-Find algorithm for GPUs.
- Label Equivalence, a hybrid version of Union-Find and Neighbor Propagation for GPUs based on [4].

As a running example of CCL, we are going to segmentate letters in an image with text. Figure 1 shows the result of this procedure. In the end, each letter is marked with a different label.

A motivation for this work is improving performance of some Image Processing algorithms in order to make Real-Time Video Processing more suitable in common machines.

In Section II we explain some details about GPU architecture, Section III introduces some basic concepts about the CCL problem, in Section IV we explain our approach to the CCL problem in GPUs using Union-Find, Sections V and VI present other two parallel approaches to CCL problem, while experimental results are given in Section VIII. Finally, we come to a conclusion in Section IX.

II. GPUs

Graphical Processing Units (GPUs) are graphics-specialized hardware which can be used not only for Computer Graphics tasks (ex: rendering and mesh operations), but also for other applications. Obviously, this is possible only if we can adapt the problem to the massively parallel nature of GPUs. So, although feasible, it is not recommended to implement serial algorithms in GPUs, as the performance hit would be unacceptable.

With the development of GPUs, it became feasible to use them for tasks traditionally handled by CPUs, the set of techniques that allowed this is called General-Purpose Computing on Graphics Processing Units (GPGPU).

As said before, GPUs have a massively parallel architecture, which means some of the parallel algorithms in the literature can be easily adapted to it, specially the ones made for the Parallel Random Access Machine (PRAM) computational model [5].

In this work, an NVIDIA GPU is used with CUDA language [6]. The main objective of this article is not to deeply analyze their architecture, but the understanding of some of its basic aspects beforehand is necessary to fully comprehend this article:
Kernel: A function which is executed in parallel in the GPU.

Thread: Context (memory and registers) and execution of serial instructions in a GPU processor.

Block: Group of threads that shares memory and has some hardware-based synchronization primitives. A GPU processor executes Blocks’ Threads in parallel.

Coalesced memory access: A phenomenon in which Threads in the same Block access contiguous positions in the memory. All memory transfers are done at the same time. This is vital for performance.

Texture cache: Memory cache which can be used for speeding memory accesses and to force memory coalescing.

Shared memory: Fast processor memory which is shared by all threads in a Block.

So, we can see GPUs use a hybrid hardware model, inside Blocks we have a SIMD architecture [7], while between Blocks it is impossible to ensure synchronization. Also, if two or more threads try to write at same memory position at the same time, at least one of them will be successful, but there is no guarantee about which one will be successful. Therefore it is possible to say that inside a Block the Arbitrary Asynchronous PRAM model is valid.

III. CCL Concepts

All algorithms here presented share the same structure in the sense that all of them are based in the idea of an image $I$ that should be labeled, and an auxiliary structure $L$, with the same size of $I$, with labels. A label is a value in $L$ which points to a pixel in $I$. All algorithms will have the task of trying to find the labels $L$ such that a pair of pixels $p, q \in I$ are in the same connected component if and only if they have the same label in $L$ [2].

A raster value of a pixel is an unidimensional index which locates it in the image. Labels will have the raster value of the pixel in $I$ they point to.

The concept of root will be necessary in this article too, the definition of root used here is a pixel whose label points to itself. A connected component can be defined as all pixels in the image which have the same root. The root of a connected component $C$ will be the pixel with smaller raster value in $C$.

IV. Union-Find

Our approach to the CCL problem is a parallel version of the usual Union-Find algorithm [8] optimized for GPUs and will be described as follows.

The Union-Find structure is used in this article in the same manner as for graph labeling algorithms; i.e., a node (pixel) verifies its neighbors and merges with them using the merge operation. In our case, it will be utilized with an adjacency relation (ex.: 4-Connectivity). When the algorithm is complete for all pixels, the connected components of the image graph will be encoded in the structure, in the sense that for every pair of pixels $p$ and $q$ they only belong to the same connected component if and only if they share a parent in the structure.

Also, it is easy to see that a common Union-Find algorithm will not fit well this architecture, because it may need to follow a long path until reaching the root of two pixels at the merge process, as Figure 2 reveals. A distant root means a long path in memory, which generates a heavy performance loss, because memory accesses are not coalesced. Also, it is a good idea to use as much Shared Memory as possible, thus increasing the process speed. So, our main concern must be organizing memory accesses in order to take advantage of the GPU’s architecture. See Figure 4 for a running example.

A. Phase 0: Arrangements

We index each pixel by its raster value and divide the image in rectangular pieces of pixels. It will be considered that each piece will be assigned to a Block. Each Block will be given to a different GPU processor, in fact, there is a hardware Block’s scheduler in NVIDIA GPUs, so it is not an unrealistic point of view. The start label of each pixel is its raster value as well.

B. Phase 1: Local merge

Each GPU processor receives its Block and makes the merge procedure in its shared memory, creating a Union-Find structure of the image piece assigned to the Block. In Algorithm 1 is presented a detailed description of this step. All operations are performed in Shared Memory, then the results are transferred to the global memory. It can be seen in Algorithm 2 there is a heavy use of Atomic Operations in the merge procedure. Basically, this means all operations that use the same memory position are serialized, so that race conditions and other issues that might happen in concurrency are avoided.

Atomic Operations are needed because merges are done in parallel. In Figure 3.a there is an example of concurrent merging. pixels $a$, $b$, and $c$ have roots $r$, $s$, and $t$, with labels $l_r$, $l_s$, and $l_t$, respectively. Suppose $l_r < l_s < l_t$ and $merge(a,c)$ and $merge(c,b)$ are called in parallel. Depending on the order of execution of $merge(a,c)$ and $merge(c,b)$, $l_t$ will be $l_r$ or $l_s$. For example, if we have $l_r = 0, l_s = 1, l_t = 2$ and $merge(c,b)$ is done after $merge(a,c)$, the final value will be $l_t = l_s = 1$. Else, if $merge(a,c)$ is done after $merge(c,b)$, it will be $l_t = l_r = 0$.

That is exactly what we want to avoid, with atomicMin the result will be $l_r$ (the smaller label) in both cases, but there is a side effect. We can see in Figure 3.b that pixel $s$ was not linked to its right root, that is why there is a loop in Algorithm 2 that stops only when labels are correctly assigned for both input pixels (Figure 3.c).
Figure 2. Pixel p and pixel q share a parent r, so they belong to the same connected component, but in order to discover this, it is required to solve p’s label chain and bypass s.

C. Phase 2: Global merge

In this step all partially Union-Find structures of the image are merged in the same way as in last section. These structures were stored in Texture Memory, thus taking advantage of Texture Cache and improving performance in memory accesses.

D. Phase 3: Path compression

All paths in the image are compressed and the result is the labeled image. Figure 3.d depicts the result of this step for the example pixels of the Section IV-B.

Algorithm 1 Union-Find: Local merge

Require: Image I of size N × M.
Require: Adjacency relation N.
Require: “Block” structure with index in the image and size of the Block.
Ensure: All pixels in the Block that are in the same connected component have the same label.

1: bid ← Block 2D index of this thread
2: id ← global 2D index of this thread
3: shared_mem[bid] ← bid \{Use shared memory, Indexes are in Block coordinates\}
4: for all idn ∈ N \{id\} do
5:  if I(id) = I(idn) then
6:     merge(shared_mem, bid, bidn)
7:  end if
8: end for
9: V ← find(shared_mem, bid)
10: Vx ← VmodBlock.Width
11: Vy ← VdivBlock.Height
12: L[id] ← (Block.Y × Block.Height + Vy) × M + Block.X × Block.Width + Vx

V. NEIGHBOR PROPAGATION

Now a completely different approach will be presented. Instead of trying to solve the problem in one pass in the image, the problem will be dealt with in many passes (until convergence). Each of these passes will be a simpler operation in the image. In Figure 5 is possible to see an example of the algorithm’s execution. This algorithm may

Algorithm 2 Union-Find: Merge procedure

Require: Partially labeled image L.
Require: Raster index p in L.
Require: Raster index q in L whose pixel is going to be merged with p.
Ensure: p and q share a parent in L.

1: done ← false
2: repeat
3:  p ← find(L, p)
4:  q ← find(L, q)
5:  if p < q then
6:     atomicMin(L[q], p)
7:  else if p > q then
8:     atomicMin(L[p], q)
9:  else
10:     done ← true
11: end if
12: until done = true

Figure 3. Example of merging: (a) Parallel merging of a-c and c-b; (b) Atomic operations link pixels a and c, but not b; (c) Another iteration of the algorithm successfully labels b; (d) Path compression.

Figure 4. Union-Find execution: (a) Phase 0: A piece of pixels is assigned to a Block, this Block is given to a GPU processor. (b) Phase 1: Union-Find is done in each Block. (c) Phase 2: All pieces are merged. (d) Phase 3: Path compression.
sound naive, but it will help to understand the algorithm in Section VI.

A. Phase 0: Arrangements

As in Union-Find, the image is divided in rectangular pieces and each one is assigned to a Block, which is given to a GPU processor. Start labels are pixels’ raster values as well.

B. Phase 1: Verify neighborhood

In this phase, every pixel $p$ in the image will change its label $l$ to the smaller label in its adjacency $l'$, but only if $l' < l$. This step can be completely done in Shared Memory, which is faster, as said before in Section II.

C. Phase 2: Convergence test

If there was no replacement of labels in Phase 1, then the algorithm is over and the result is a labeled image; if not, return to Phase 1.

VI. LABEL EQUIVALENCE

Label Equivalence is an algorithm proposed for parallel hardware in [4] and implemented in GPU architecture in [9]. It can be described briefly as a hybrid version of Union-Find (Section IV) and Neighbor Propagation (Section V), in the sense that it has elements from both algorithms.

A. Phase 0: Arrangements

As in Union-Find and Neighbor Propagation, the image is divided in rectangular pieces and each one is assigned to a Block. While in Section IV and V, each pixel has just one label, now each pixel will have two labels. $L_1$ will be the image composed by the first labels and $L_2$ the image composed by the second ones. Both start values will be the raster values of their correspondent pixels in the image.

B. Phase 1: Verify neighborhood

For each pixel $p$, the smaller label in $p$’s $L_1$ neighborhood will be written in $L_2$.

C. Phase 2: Path compression for $L_1$’s roots in $L_2$

For all pixels in $L_1$ that are roots, a path compression (in the same way as Section IV-D) in the correspondent pixel in $L_2$ is done, so all pixels which were roots in $L_1$ have their final label assigned, as their chain of labels were resolved, notice this is a very expensive operation. See Algorithm 3 for a detailed description of this step.

D. Phase 3: Find $L_1$’s new values in $L_2$

This is the main step in the algorithm. Let’s suppose the set of pixels that are roots in $L_1$ is $R_1$, the correspondent set of these pixels in $L_2$ will be called $R_2$. In Phase 1 and 2, the chain of labels for all pixels in $R_1$ is solved and stored in the labels of $R_2$.

Now, if $r$ is a pixel in $R_1$, there is a set $C$ of pixels in $L_1$ which have $r$ as root and, therefore, they form a connected component. So, for all pixels in $C$, their new root is the new label of $r$, stored in $R_2$.

Thus, this step consists in finding for all pixels in $L_1$ the root of the correspondent pixels in $L_2$, as we can see in Algorithm 3. The propagation step with a selective compression of paths is what essentially makes the performance of this algorithm better than Neighbor Propagation.

E. Phase 4: Convergence test

If there is no change in Phase 3, it is done and the labeled image is in $L_1$. If not, return to Phase 1.

Algorithm 3 Label Equivalence: Path compression for $L_1$’s roots in $L_2$

| Require: | An image $L$ of size $N \times M$. |
| Require: | An image $R$ of size $N \times M$. |
| 1: | $id \leftarrow$ global 2D index of this thread |
| 2: | $label \leftarrow L[id]$ |
| 3: | if $L[id] = id$ then |
| 4: | $oldlabel \leftarrow L[id]$ |
| 5: | $label \leftarrow R[oldlabel]$ |
| 6: | while $oldlabel \neq label$ do |
| 7: | $oldlabel \leftarrow label$ |
| 8: | $label \leftarrow R[oldlabel]$ |
| 9: | end while |
| 10: | end if |
| 11: | $R[id] \leftarrow label$ |
| 12: | return $R$ |

VII. COUNTING THE NUMBER OF DIFFERENT CONNECTED COMPONENTS

When labels are numbered as $1, 2, \cdots, K$, it is easy to discover the number of connected components ($K$). But our components’s labels are the smaller raster value of its pixels. However, there is a very efficient parallel algorithm to find the number of different connected components in an image. The algorithm uses Prefix Sum [10], a common
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Figure 5. Neighbor Propagation execution: (a) Image that will be labeled, initial labels are the raster values of pixels. (b) Labels after first iteration. (c) Result is obtained after convergence.
Algorithm 4 Count CC

Require: Labeled image $L$ of size $N \times M$.
Ensure: The number of different connected components.
1: for $i = 1$ to $N \times M$ do
2: if $L[i] = i$ then
3: $R[i] \leftarrow 1$ {Pixel $i$ is root}
4: else
5: $R[i] \leftarrow 0$
6: end if
7: end for
8: return PREFIXSUM(R)

VIII. PERFORMANCE RESULTS AND ANALYSIS

Our benchmark used The Berkeley Segmentation Dataset [11]. Although the purpose of this article is not segmentation, but just to analyze algorithms’ performance, this dataset was used because it is large enough (100 images) to provide a good sample of different images.

Moreover, all images were binarized and simplified (see Figure 6), as the labeling algorithms presented work only with binary images. Images were also resized to have at least 16 megapixels, the reason for this is that a big portion of execution time in small images is spent in memory transfers between the CPU and the GPU.

Execution times of Union-Find and Label Equivalence were compared with Stephano-Bulgarelli’s algorithm [3], which is a very efficient two-pass serial labeling algorithm. This benchmark was executed in a computer with an Intel Core i5 processor and with a NVIDIA GeForce GTX 285 GPU. The results are shown in Table I. Neighbor Propagation’s results were omitted because its running time was very long compared to the others presented methods.

Analyzing this results, Union-Find and Label Equivalence performances are similar, our result obtained for Label Equivalence is confirmed by data presented in [9]. Also, Union-Find is more stable, in the sense that its execution time is more predictable, as its running time standard deviation is much smaller than Label Equivalence’s. Another interesting result is that GPU algorithms’ speedup in relation with the serial algorithm is heavily dependent of the type of image being labeled. Figure 8 shows the distribution of data in this experiment.

Both GPU algorithms performed bad with the “blank image” (an image with just one connected component which covers all image). This can be explained because it is necessary to merge and compress long chains of labels in memory to join Blocks, which is an expensive operation in GPUs. Also, Label Equivalence did not perform well in some cases, like the “line image”, an image with horizontal lines, which is expected, as the propagation of labels in a line serializes the algorithm.

To check this hypothesis, we tested the algorithms with a spiral image (Figure ??), which has two connected components that are very interlaced with each other. This is a difficult test for local CCL algorithms, because it is very hard to propagate labels between blocks. The used image has 16 megapixels and each connected component has 1 pixel of thickness. In Table II we can see the result that Label Equivalence performed very bad, while Union-Find suffered a smaller performance hit.

These results indicate that using GPUs and GPGPU techniques for complex image processing tasks is feasible. Although our speedup (5x-10x) is far from the obtained in other fields like Molecular Dynamics [12], it is relevant, specially if we consider there are much more powerful GPUs in the market at the moment. Also, the algorithms presented here have no serial steps in them, thus the increase of performance with the number of processors will probably be linear.

In fact, this results can be explained because GPU hardware is designed for problems with a high locality in data access, while CCL problem is by nature non-local (global). That is why all efforts in this article were in the direction of breaking the problem in smaller and more local pieces and putting them together in the end to make the solution.
IX. CONCLUSION

We presented a comparative study of GPU algorithms using GPGPU techniques for the Connected Components Labeling problem. We proposed an Union-Find algorithm optimized for GPUs where the merge is executed locally first and globally later. We showed a method for counting the number of connected components in GPUs as well. Also, we compared this algorithm with Stephano-Bulgarelli’s algorithm, an efficient serial one, and with another two algorithms for GPUs, Neighbor Propagation and Label Equivalence [9]. The results showed that our algorithm performed as well as Label Equivalence, and is more predictable, suffering less in specific cases (e.g., the "line image"), while Neighbor Propagation was much slower than both.

Also, one special point about the parallel algorithms here presented is that they have very good scalability, as there are not serial steps in them. Therefore, it can be concluded that both Union-Find and Label Equivalence algorithms will perform successfully in future GPUs.

All source code and image tests used in this article can be accessed at the collaborative scientific programming platform Adessowiki [13] in the link: www.adessowiki.org/wiki/victor/view/.
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